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h i g h l i g h t s

• The use of graphical notations can facilitate the specification and design of learning systems.
• Our interest is centered on the design of CSCL systems and the modeling of group learning activities.
• We propose the use of the CIAN notation for modeling this type of learning activities.
• We describe three empirical studies to measure the adequacy of that notation to model collaboration.
• The results denote positive perceptions about the use of the CIAN notation for this purpose.
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It is increasingly common to use languages and notations, mainly of a graphical nature,
to assist in the design and specification of learning systems. There are several proposals,
although few of them support the modeling of collaborative tasks. In this paper, we identify
the main features to be considered for modeling this kind of activities and we propose
the use of the CIAN notation for this purpose. In this work, we also try to empirically
analyze the quality (in particular the understandability) of that notation. To this end, three
empirical studies have been conducted. In these experiments we used several sources of
information: subjective perception of the designers, their profiles and their performance
on a set of understandability exercises, as well as the physical evidence provided by an eye
tracker device. The results obtained denote positive perceptions about the use of the CIAN
notation for modeling collaborative learning activities.

© 2014 Elsevier B.V. All rights reserved.

1. Introduction

The use of specification languages and standards for the design and modeling of eLearning systems is an open challenge
that aims to promote the application of practices from Software Engineering (SE) and Requirements Engineering (RE) in the
development of educational software. Thus, the development process of such applications could become more of an engi-
neering and less of a traditional one. In this sense, the use of specifications or higher level abstraction notations, as well
as the use of educational modeling languages (EMLs), constitutes an open research line [1]. Their use provides a number of
advantages, among which we can mention that apart from promoting the reuse of design solutions, they provide better doc-
umentation and understanding of the designs. Moreover, these graphical notations are a good communication tool among
members of development teams of this type of systems [2] (teams characterized, in many cases, by their multidisciplinarity).
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There are many proposals of educational modeling languages in the literature. Among them, we highlight the proposals
of Martínez-Ortiz et al. [3], PoEML (Perspective-oriented EML) [4] and E2ML (Educational Environment Modeling Language)
[5]. Each one provides interesting aspects, being semantically rich and flexible, mainly due to their graphical nature. In
particular, among the EMLs, our focus is on those that support the modeling of computer supported collaborative learning
(CSCL) [6] systems. In this paradigm, there are a number of specific features that must be specified in a suitable and precise
way: coordination, information sharing, collaborative activities, distribution of responsibilities, etc. In this regard, we noted
that the aforementioned languages do not include the necessary support for modeling of group activities [7]. Next, we state
the minimum features that we consider should be incorporated into a modeling language for these kinds of systems:

• Organizational issues modeling. Due to the fact that we want to specify CSCL environments, they should support the
specification of actors, roles, software agents, as well as the grouping of the aforementioned, giving rise to groups; that
is, groups of actors with homogeneous responsibilities, or work teams, consisting of several roles. Relationships between
members of the organization should be able to be specified. You should at least be able to describe acting relationships
(actors playing roles), inheritance (specialization of roles) and hierarchical relationships (that affect the delegation of
responsibilities between roles).

• Group learning activities modeling (modeling of different levels of abstraction). The notation must support the modeling
of the structure of group learning activities, i.e. the division of complex activities into simpler ones.

• Learning activities flow modeling. They should support the modeling of the flow of learning activities which can be related
to each other by a set of temporal operators. We need a complete set of operators which enables us to specify complex
group learning scenarios. We are not only interested, however, in specifying order between activities (i.e. qualitative
temporal information), but we also need to specify quantitative temporal information (periods of time, dates, etc.) [8]. In
addition, the tasks flow can be enriched with the specification of information passing between activities. And finally, in
order to specify coordination completely, the notation must support the specification of notification, as well as triggering
events between activities. Thus, activation and coordination between activities can be specified.

• Support (preferably in a graphical manner) for resource specifications (information and software) used in the context of
the learning activities. And, in the case of group learning activities, the ability to specify shared context [9].

• Support to express graphically and jointly the relationship between elements specified (activities, roles and resources).

In previous works, we have proposed a notation called CIAN (Collaborative Interactive Application Notation), which allows
modeling of group work and human–computer interaction issues [10]. CIAN can be used for collaborative learning modeling
systems, adding higher levels of abstraction in the development of educational applications in specified standards, such
as IMS-LD [7]. It has been shown that this language can be used to specify CSCL activities and systems, even in mobile
contexts [11]. In addition, CIAN includes instrumental support (by means of a tool called CIAT) that facilitates the edition
and validation of diagrams created with this notation [12].

Most notations and techniques for requirement specification (including CIAN) have a major deficiency which is the ab-
sence of its suitable assessment. Therefore, the main contribution of this paper is the description of several empirical studies
to evaluate CIAN. These studies are based on the subjective perception of designers [13], as well as on physical evidence ob-
tained using an eye tracker device [14]. In these experiments, we began characterizing the CIAN notation using the cognitive
dimensions framework [15]. As a result of this heuristic characterization, we identified the positive and negative aspects of
our proposed notation. With the aim of contrasting these aspects with the opinions of designers and software engineers,
we performed several empirical studies. In the first one, the participants were final-year Computer Science students. In
this experiment, we used an opinion questionnaire which we designed ourselves. This experience allowed us to obtain the
initial empirical feedback about our proposal. The second experiment involved a more representative sample of participants
(professional in software engineering) and used a more contrasted and well-founded survey for assessing requirements
modeling methods, proposed by [13]. In this second study, we also contrasted the use of the CIAN notation with another
notation which also allows modeling cooperative tasks (the CTT notation) [16,17]. However, as with the first experiment,
the results obtained are based on purely subjective perceptions of designers about both notations. The use of subjective
surveys has the inconvenience of the existence of biased answers. With the aim of solving this problem, we propose the
use of a more objective source of information: the use of an eye tracker device. The use of eye tracking techniques provides
objective evidence (complementary to other sources of information) that allows us to perform a more complete analysis
and comparison of results. In the final experiment, we performed a controlled experiment in which we incorporated this
last objective source of information.

This paper is organized as follows: first, a review of graphical notations for modeling CSCL environments is included.
Then, the CIAN notation is briefly introduced. Next, the main approaches for evaluating modeling languages (mainly of a
graphical nature) are reviewed. In Section 5, the experiments carried out to evaluate the use of CIAN are described. And
finally, conclusions are drawn and the main lines of future work are exposed.

2. Related works: Graphical notations for specifying CSCL environments

In this section, we present and provide references for some of the main contributions in the field of graphical modeling
of e-learning and CSCL environments.
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During the last decade, there was an increasing interest in proposing standards, reference models and specification
techniques in e-learning environments. They all have the aim of supporting the design and development of this kind of
application and also aim to reinforce reuse and interoperability. Among these languages, we center our interest on the one
called Educational Modeling Languages (EMLs) [18,19]. These specification techniques allow the description of teaching and
learning interactions and activities in a formal way.

In order to support and facilitate instructional learning design (LD) many visual learning design tools have been proposed
[20]. Among the more highlighted LD authoring tools we find ASK-LDT (ASK Learning Designer Toolkit) [21], LAMS (Learning
Activity Management System) [22], MOT+ [23] and OPENGLM (Open Graphical Learning Modeler) [24].

Among the learning design languages, we are especially interested in the Visual Instructional Design Languages (VIDL) [1]
which provide diagrammatic notations that facilitate communication and thinking for practitioners. Among these VIDLs we
highlight E2ML [5], e-LD [3,25], PCeL [26,27] and PoEML (Perspective-oriented EML) [4,28]. All these languages propose the
use of specific notation (symbols and rules) for designing learning activities. Most of them have a direct translation to the
concepts supported by the IMS-LD standard [29,30]. IMS Learning Design (IMS-LD) is the most widely extended formal EML.
IMS-LD defines a modeling technique and XML binding for describing roles and activity sequences within an environment
of learning objects and services. Properties, conditions and notifications are provided at further levels. The primary goal is
to provide a means for exchange and (semi) automatic execution of learning designs. However, this specification technique
has certain faults. One is the nature of this specification technique: it is a textual and XML-based representation, difficult
to use for people with a non-technical background. For this reason, the use of VIDLs is a good alternative. VIDLs provide
a higher abstraction level for the specification of learning scenarios. They are semantically richer, easier to understand and
more flexible, thanks to their graphical notation.

Other approaches have been proposed for learning process specification. Some authors propose the use of languages for
graphical representations of processes such as the BPMN (Business Process Modelling Notation) standard [31] that could be
useful in providing common interoperable representations of learning flows. In [32], the authors examine the possibility of
using BPMN as a common representation notation for learning flows which are modeled using the BPEL (Business Process
Execution Language) [33] and present an algorithm for transforming BPEL Workflows to IMS Learning Design Level A learning
flows. In addition, some of the diagrams of UML [34] (e.g. use cases or interaction diagrams) can also be used for supporting
communication in e-learning development by modeling particular instructional situations.

However, although all these VIDLs allow specification of the learning process, their use in describing collaborative learn-
ing scenarios presents certain faults. There are issues such as the support for modeling of cooperative procedures, collaborative
activities, coordination restrictions and spaces for the sharing of information, that become requirements to be considered during
the specification of collaborative learning processes. In relation to the IMS-LD standard, its major weakness from a CSCL
perspective is its strict sequencing model. In addition, if multiple individuals have to collaborate, this has to be done using
a service in the environment associated with the activity in which they must work together. In [35], IMS-LD is criticized
from a CSCL point of view and a proposal is presented considering new components as necessary in the IMS-LD sequencing
and act models. Among the aforementioned VIDL proposals, we highlight the PoEML approach which integrates workflow
and groupware aspects into educational modeling, and focuses on a separation of eleven different perspectives of educa-
tional practices (e.g. social, organizational, temporal, etc.). Another interesting proposal is the CPM (Cooperative Problem-based
Learning Metamodel) [36,37], which is a modeling language that targets the design of cooperative problem-based situations.
It is proposed as a UML profile to express educational scenarios. However, since it was designed for educational engineers
who have mastered the UML formalism, it can be quite difficult for non-technical users to handle.

We can also consider using proposals from the field of CSCW specification for specifying CSCL systems. The modeling
of group work has been of interest in the areas of Human–Computer Interaction (HCI) as well as in Software Engineering
(SE). Among the most relevant contributions in the field of HCI, we can highlight the Group Task Analysis (GTA) framework
[38], the CUA (Collaborative Usability Analysis) notation [39] and a task analysis method called MABTA (Multiple Aspect Based
Task Analysis) [40]. In the HCI field, one of the most widespread notations is the CCT (ConcurTaskTrees) notation [16]. This
notation, initially proposed for modeling interactive applications, also supports the modeling of cooperative behaviors [17],
by means of the use of a rich set of temporal operators from LOTOS (Language of Temporal Ordering Specification) [41],
and the creation of a hierarchical task model. In the fields of CSCW and workflow systems, we can find the Action Port
Model (APM) notation [42] which is taken as a reference by notations such as RML, TaskMODL and DiaMODL proposed by
Traetteberg [43], and the Proclets proposal [44]. As for approaches derived from or completely framed within SE, we can
find two extensions of UML notation: COMO-UML [45] and UML-G [46]. A more detailed review and comparative evaluation
of different notations for collaborative modeling can be found in [47]. There are also specific contributions from the field of
CSCL. Among them, we highlight the LDL language [48] and ACEM [49].

It is necessary to point out that, at the moment, we are interested in modeling collaborative learning processes. We are
aware that specification of CSCL environments should integrate multiple perspectives or viewpoints, not only from computer
science but also from the education and psychology fields [50,51] if we want to promote effective learning experiences.
Thus, there are other important aspects to be considered in CSCL environments such us equal participation, individual
responsibility or positive interdependencies [52]. In this work, however, we center on specification of learning processes,
that is, the sequence of learning activities and collaborative tasks and flows. As we discussed in [7], we propose the use
of CIAN (Collaborative Interactive Applications Notation) notation [10] for this purpose. Most of the elements in CIAN have
a direct mapping to the main elements supported by the IMS-LD standard and add a higher level of abstraction in the
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specification of collaborative learning scenarios. In the next section, we present this notation and its use for collaborative
learning processes specification.

3. CIAN: A graphical notation for modeling of collaborative learning activities

In order to fulfill the modeling necessities for the specification of CSCL systems, which we discussed in the previous
section, we propose the use of a graphical notation called CIAN [8]. This notation supports the modeling of CSCW (Computer
Supported Cooperative Work) systems. This notation was initially designed to model aspects of group work, but it can be used
to specify educational and sequencing models of learning activities in CSCL environments. The graphical artifacts proposed
by CIAN have an almost direct correspondence with the main elements supported by the IMS-LD (IMS-Learning Design)
standard (roles, learning activities, methods and resources), as we described in [7], allowing them to be displayed together
(a requirement that we pointed out in previous sections). In addition, this notation enhances the standard by including
new elements (a comprehensive set of temporal operators, collaborative task specifications, notifications, qualitative temporal
information, specification of shared context, conditional flow of activities, etc.).

CIAN proposes the use of several diagrams for specifying collaborative systems. In this work, we propose to use the
so-called process model proposed by CIAN for specifying collaborative learning processes. For more details about the notation,
the reader should consult [10].

One of the most highlighted features of CIAN is that this specification technique allows specifying in a distinctive way the
cooperative tasks and the purely collaborative ones. In many contexts, these terms are often used as synonyms. Dillenbourg
[53] clarifies the difference between these two concepts. Cooperation entails the division of work to be carried out so that
each person is responsible for his or her own portion of the work. Members of the group pursue the same goals but act
independently on their own tasks, or perform the same task but in separate parts of the shared context [9]. Collaboration
entails the mutual commitment of the participants as well as a coordinated effort to solve a problem. Collaboration is,
therefore, a superior activity in which, in addition to cooperating, the members of the team have to work together on
common tasks and towards a common outcome. The result obtained moves through different states to reach a state of
final results obtained by the group. In the final product, it is difficult to determine the contribution of each member of
the group. The collaboration assumes that the various members work within an area of common representation (the shared
context) [9]. Taking this distinction into account, we can consider that cooperation and collaboration imply different ways of
understanding the division of tasks (which affects task modeling), the participation of the different roles in the development
of these tasks (which affects the task and role modeling) and the product obtained as a result of this joint activity (which
affects the data model). Furthermore, cooperation involves the inclusion of special coordination tasks at the end of the
cooperative activity to enable the group to collect their individual contributions in the final product (group solution), as
well as decision-making or agreements in the production process. In this latter case, we are talking about the existence of
protocols for interaction and coordination among the group members.

To illustrate the potential of the CIAN notation for modeling collaborative learning processes, we show (Fig. 1) the process
model that specifies the main workflow of a CSCL system, called DomoSim-TPC [54]. This system supports the collaborative
learning of house automation in a problem solving approach, in which students discuss and design models by means of
different representations and simulate their models in shared workspaces. The learning approach is structured into two
differentiated phases: (i) Planning, and (ii) Design and Simulation. In the first phase, students reflect on the elements that
should be part of the solution to the problem and plan the general actions that they should carry out to build it. In the
second phase, they execute the plan, refining the design and defining the properties of the elements of the solution. Once
the design has been attained, they verify its behavior by means of simulation. The Design and Simulation process is organized
into five tasks that the students carry out in synchronous collaboration [55]. These are: (i) collaborative design, to construct
a solution with a modeling tool; (ii) work distribution, to organize and distribute the modeling work among the users;
(iii) parameterization, to define the values for the general variables of the solution through agreement among the students;
(iv) cases and hypotheses, to define cases in which the simulation hypothesis should be tested; (v) simulation, to experiment
with the model by means of simulation in order to check its behavior in the defined cases. These tasks are carried out
following a specific protocol in shared workspaces that integrate direct manipulation mechanisms, communication and
coordination support, and awareness techniques.

In Fig. 1 we can see the process model that specifies the main workflow of DomoSim-TPC. The process model shows the
flow of execution of activities (1.A) which fall into four categories (1.B): individual, cooperative, collaborative and abstract (1.C).
Configure experiences is an individual task in which only one role can appear. However, Planning and Design and Simulation
are complex group work tasks. This notation also allows us to specify different abstraction levels. For this, abstract tasks can
be used (such as Design and Simulation task) that are modeled in another diagram in more detail (1.G).

For all the tasks, the roles involved in their execution (1.D), the objects manipulated (1.E) and their access modifiers are
indicated (C for indicating creation of objects, R for reading and W for writing). Also domain independent support tools (1.F)
can be specified using the corresponding icon.

In this model, the workflow can be enhanced by a wide set of temporal operators, such as the information-passing
sequence, shown in this example (1.H). In the diagram, we have included temporal and data dependencies between the
tasks Configure experiences and Planning, indicating that the Activities data is transferred, and that the relationship between
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Fig. 1. Example of process model specified using the CIAN notation.

the tasks is sequential (≫). Between the tasks Planning and Design and Simulation we have specified constraints (1.I) and
qualitative temporal conditions (1.J).

The edition of diagrams in this notation and the validation of the correctness of CIAN models are supported by a CASE
tool called CIAT (Collaborative Interactive Application Tool) [12]. This tool has been developed using the technologies provided
in the context of the Eclipse Modeling Project1: EMF2 (Eclipse Modeling Framework) and GMF3 (Graphical Modeling Framework)
which allow for the creation of graphical modeling tools based on Ecore meta-models. Fig. 2 shows a screenshot of CIAT. In
the figure we can see the process model of Domosim-TPC (Fig. 1) edited using the CIAT environment.

1 http://www.eclipse.org/modeling/, last visited on 1 November 2013.
2 http://www.eclipse.org/modeling/emf/, last visited on 1 November 2013.
3 http://www.eclipse.org/modeling/gmf/, last visited on 1 November 2013.
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Fig. 2. Example of process model specified using the CIAT case tool.

4. Methods and techniques for assessing graphical notations quality

One important aspect to be considered when a new specification language is proposed, whatever its scope, is to assess
its quality [56,57]. This issue is addressed in the area of Empirical Software Engineering from which two main approaches are
proposed. One of them recommends the use of objective metrics on certain aspects of the notation and models [58]. The
other suggests the use of subjective measures such as perceived ease of use, perceived usefulness or the usage intentions of the
potential users of these specification languages [59].

We consider as subjective metrics [58] those that are obtained from user or expert opinions (expressed through a formal
or informal scoring system). Because they are perception-based, these metrics can be considered as qualitative measures and
cannot be automatically calculated. Objective metrics are indirect measurement that does not require human judgment for
calculating them. For example, they can be based on internal model properties [58] or, as we propose in this paper, they
can be obtained during an eye tracking session. The measurement of objective metrics can be automated, and they can be
considered as indirect indicators of certain quality attributes of conceptual models (as understandability or usability).

In the second of these approaches, we find some relevant contributions among which are those that address the def-
inition of quality attributes to be measured (usability, simplicity, orthogonality, etc.) [60]. Most of the contributions of this
first group are based on the ISO 9126 quality model [61]. This standard proposes two main characteristics: the usability and
the maintainability of languages. Usability, in this context, is defined as a set of attributes that bear on the effort needed
for use and on the individual assessment of such use by a stated or implied set of users. Usability is measured from three
sub-characteristics: learnability, understandability and operability. The other quality characteristic is maintainability, defined
as a set of attributes that rely on the effort needed to make specified modifications. Maintainability includes four sub-
characteristics: stability, analyzability, modifiability and testability. In the literature we also find proposals of frameworks [62]
and metrics (mainly based on structural properties of diagrams) to assess conceptual data models in an objective manner.
Most of these proposals have been applied for assessing UML diagrams [63].

Other authors propose guidelines or recommendations to be considered when creating modeling languages [64]. In [65],
a set of principles for designing cognitively effective visual notations are listed. Meanwhile, in [66], the authors describe the
worst practices used in the definition of modeling languages. All these principles and guidelines can be used not only to
build visual languages, but also as assessment techniques (heuristics) for improving and comparing notations.

We also highlight some contributions that propose evaluation methods based on the understanding of the models [67,59]
and user perception [68,13]. These authors propose assessing visual languages more subjectively. All these proposed methods
verify the suitability of the language (and predict its practical acceptance), based on the effort that is required to apply a
modeling method, as well as the perceived quality of the artifacts produced. In the three experiments described in this paper
we apply this type of evaluation.
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Finally, it is necessary to point out a new line of work that proposes the use of new sources of information to evaluate
the understandability and/or comprehension of the models by the designers. In this line of work, there are studies that
propose using eye tracker devices [69–71]. The use of eye tracking techniques allows us to obtain a physical evidence which
can complement the information provided by previous methods. Using this method, we can analyze the visualization and
scanning patterns of visual representations and diagrams (such as the CIAN models).

In continuation, we describe three empirical studies performed to evaluate the use of the CIAN notation for modeling
collaborative learning activities.

5. Evaluating CIAN for collaborative learning activities modeling

In order to empirically evaluate the CIAN notation, a family of experiments was conducted. In this section the details of
these empirical studies are described and discussed. Their objective was to analyze the use of CIAN for collaborative tasks
modeling and the degree of acceptance of this notation by designers as well as the evidence provided by an eye tracker
device during a set of comprehension exercises.

5.1. Experiment 1: Assessing CIAN as a modeling language of collaborative learning tasks

In this section, we evaluate the language both analytically, using the Cognitive Dimensions framework [15], and by means
of an empirical evaluation with real users.

5.1.1. Applying the Cognitive Dimensions framework to the CIAN language
The Cognitive Dimensions (CD) framework [15,72,73] is a popular and widely used framework to evaluate visual nota-

tions and languages [74–76]. Using CD, we can characterize non-interactive artifacts, such us tables, graphs, programming
language, etc. So, we have used it to characterize the main aspects of the visual language we have proposed (CIAN). The
application of this framework delivers an evaluation along different dimensions. The result of the analysis indicates how
the artifacts under analysis address these dimensions. In this paper, we address the assessing of our notation on activities
of understanding. Thus, we have selected a subset of six dimensions that we consider can have an effect on these kinds of
activities:

• Hidden dependencies. Important links between entities are not visible.
• Closeness of mapping. Closeness of representation to domain.
• Role expressiveness. The purpose of an entity is readily inferred.
• Visibility. Ability to view components easily. This aspect is related to what kinds of things are more difficult to see,

identify or find.
• Secondary notation. Ability to add information to the notation outside its formal syntax. This aspect refers to the use

of visual variables not formally specified in the notation to reinforce or clarify meanings, e.g., use of color to highlight
information.

• Hard mental operations. High demand on cognitive resources.

Table 1 depicts the conclusions obtained from applying the framework to the language.

Table 1
Results of the application of the Cognitive Dimensions framework to CIAN.

Cognitive dimension CIAN

Hidden dependencies All of the relationships between main concepts and elements (task-roles-resources) in CIAN are visible. The relationships
between tasks (task–task) in the process modeling are also visible.

Closeness of mapping It has been included when possible. For example, in the case of the icons proposed to represent roles, groups,
notifications or temporal restrictions, we have selected a visual representation whose appearance suggests their meaning.

Role expressiveness All the nodes in the language are different, easy to interpret and distinguish. We consider that the role of each visual
element in a CIAN model is obvious and that the particular elements are easy to interpret.

Visibility We consider that all the graphical elements in CIAN are easy to see, identify and find.

Secondary notation There is no notation apart from the visual language itself which adds information to the diagram. For example, color is
not used as an additional cue to express extra information in the models. However, in the case of task, the layout of
nested elements (roles, object) indicates a relationship between the task and the resources and subjects involved in its
execution. This can be considered a particular use of secondary notation.

Hard mental operations Since all the main elements (roles, tasks, objects, relationships, notifications, etc.) are integrated into a single diagram, the
users do not need to remember any additional concepts in order to work with the diagrams.
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Once we had characterized our notation, we performed several experiments in which we assessed several aspects of
the CIAN notation for modeling collaborative learning scenarios and tasks. We began with a first experiment whose main
objective was to obtain an initial feedback (their subjective perception) from potential users about the complexity of the
CIAN notation and its ability to visually show the relationship between the main elements to be modeled in a collaborative
process (tasks-roles-resources). This aspect is related to the hidden dependencies dimension of the CD framework. The survey
used in this first experience was created by us and the sample was formed by students taking a Computer Science Degree.

5.1.2. Use evaluation
The objective of this first experiment was to assess certain features of the CIAN notation related to its ability for modeling

collaborative tasks and the complexity of its models. In this first study, 59 undergraduate students from the College of Com-
puter Science (ESI) of the University of Castilla-La Mancha (UCLM), Spain, were involved. Students participated in a seminar
on the CIAN notation, in which documentation and modeling examples were provided. After the seminar they performed
a modeling exercise with this notation: “modeling of a collaborative system to support the procedures and defense of the Degree
Ending Project”.

In this first experiment certain aspects were assessed, using a questionnaire, some of them related to general opinion
about use of graphical requirements modeling methods and some more specific aspects of CIAN diagrams for CSCL modeling.

Of the more general aspects, we asked about students’ preference regarding the graphical notations over textual specifi-
cations. 85.75% expressed their preference for the notation of graphical nature compared to 11.86% who preferred textual
notations, while the remaining 3.39% did not indicate any preference. These results are consistent with the majority of
studies that assess domain specific languages [77] and the design guidelines and recommendations related to this issue
[65,64]. In accordance with Green et al. [78], we agree that graphical representations are, in most cases, inherently superior
to textual representations.

Next, we included some questions related to specific aspects of process model provided by CIAN for modeling collaborative
processes. In relation to the structural complexity of the notation, 73.2% of the participants felt that the number of icons
proposed by the notation was suitable. The number of graphical elements provided by a certain notation is also an important
issue to be analyzed. This is related to the so-called graphic economy [65] which recommends including a manageable
number of different graphical symbols in a notation. In the case of CIAN, participants considered that the size of the visual
language provided by CIAN was suitable.

The questionnaire filled out by the participants included more specific questions related to the process model supported
by CIAN (Fig. 1). Regarding this diagram, 72.88% of the students felt it was very useful to show the relationships graphically
and jointly between tasks–roles–resources. In fact, this is one of the most valued aspects of this notation. This result is
consistent with the fact that the CIAN notation presents low support to the hidden dependencies cognitive dimension (as we
pointed out in Table 1).

This first experiment allowed us to obtain an initial empirical evaluation of several aspects of the notation. As we
have previously commented, in this first study the participants were undergraduate students (final-year Computer Science
students). This fact can affect the external validity of this first study (i.e. the generalization of the findings). In this regard,
some authors suggest that students could be considered as the next generation of professionals [79]. They argue that, under
certain conditions, there is not great difference between this type of student and professionals, considering that their ability
to understand requirements models is comparable to that of typical novice analysts [80,81,13]. However, in order to solve
this possible limitation, we performed a second experiment in which software engineering professionals were involved.

Another limitation of this first experiment is the fact that we used a questionnaire which we created ourselves. We con-
sider it more suitable to use an evaluation method that is better contrasted, based on theoretical foundations and empirical
studies. Therefore, we suggest the use of the evaluation method proposed by Abrahao et al. [13]. This method allows evalu-
ating the quality of requirements modeling methods based on user perceptions. This method consists of a theoretical model
which explains the relevant dimensions of quality for requirements modeling methods, together with a practical instru-
ment to measure these dimensions. This proposal allows predicting the likelihood of a particular method being accepted in
practice, based on the quality of the produced requirements artifacts and the user perceptions of the quality of the method.

Finally, and as pointed out in Cheng and Atlee [82], if practitioners are to consider adopting a given requirement model-
ing method, they must know how effective it is compared to other similar methods. In the next experiment, we propose to
compare the CIAN notation with another notation which also allows modeling collaborative tasks (the CTT notation) [17].

5.2. Experiment 2: CIAN vs. CTT for modeling collaborative learning tasks

As we have commented above, a second experiment was designed to study the understandability of the CIAN notation
and to compare it with other notations for specifying group work activities. The CTT (ConcurTaskTrees) notation was chosen,
one which is considered a de facto standard in the Human–Computer Interaction area [16]. The choice of the CTT notation
is based on its ability to specify cooperative behaviors by means of the creation of a hierarchical task model [17].

CTT includes several types of tasks and a set of temporal operators that allows tasks that are on the same level of the
hierarchy to be related so that sequence, choice, concurrence, etc. between them can be identified. CTT has four main types
of tasks, the most important being the interaction tasks (which represent the tasks that are initiated by the user) and the
application tasks (representing the response actions to these interactions). The other two types are the abstract tasks (which
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Fig. 3. Example of a cooperative task model (extracted from [17]).

allow management of the levels of abstraction) and user tasks (which are of a cognitive or motor nature, and which precede
the interaction tasks). In the case of specification of cooperative behaviors, the notation includes the use of a fifth type of
task, the cooperative task (Fig. 3.A), defined as a task that requires activities from two or more users to be accomplished for
its performance. For each task in the cooperative model which cannot be further decomposed into other cooperative tasks,
designers have to specify the following information: task name, roles of users involved, type of communication protocol
(for example, synchronous, asynchronous and broadcast), roles cardinality, the media used to interact and communicate, the
logical objects that the task needs to manipulate and some additional informal comments which can be added to further
describe the task or some of its main features. One of the main faults of this graphical notation is that the majority of
this data is specified using the supporting tool (CTTE) [16,17], but is not graphically shown in the diagrams. In cooperative
models, we can only specify the type of the task (cooperative or not), the role of the users involved in its execution (only
one role), the hierarchical decomposition of tasks and the temporal operators that relate tasks to each other. In this sense,
and considering the CD dimensions (Section 5.1.1) we can assume that CTT notation for modeling of cooperative behaviors
presents hidden dependencies. Only task–role (Fig. 3.B) and task–task (Fig. 3.C) relationships can be visually shown in the
models.

In Fig. 3 we can see an example of a CTT cooperative model whose purpose is to indicate the relationships among tasks
performed by different users. Negotiating a price is a cooperative task because it requires actions from both a customer
and a salesman. Cooperative tasks are represented by a specific icon with two persons interacting with each other. In the
cooperative model, cooperative tasks are decomposed until we reach tasks performed by a single user that are represented
with the icons used in the single user parts.

In Table 2 we compare the process model provided by the CIAN notation and the cooperative model included in CTT
proposal for the modeling of collaborative learning scenarios.

In this second experiment, 14 professionals participated (12 men and 2 women) with an average age of 32. Participants
were enrolled in a course on Human–Computer Interaction taught by the Department of Information Technologies and Sys-
tems at the University of Castilla-La Mancha (UCLM), Spain, and their participation was voluntary. All of them were familiar
with CTT notation for specifying mono-user interactive systems, although they were not aware of its use for cooperative
modeling.

The assessment done was based on the subjective perception of designers and in its development the evaluation method
proposed by Abrahao et al. [13] was followed. We performed this second experiment basing its performance on the ex-
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Table 2
Comparison between CTT and CIAN for the modeling of collaborative systems.

CIAN notation CTT notation

Syntaxis type Graphical notation Graphical notation

Types of organizational members
supported in the models

Roles, actors, software agent, group, work team Roles

Group work Task modeling concepts
(only graphically supported by
models)

Roles, abstract tasks, cooperative tasks,
collaborative tasks, individual tasks, notifications,
temporal restrictions, constraints, objects

Roles, abstract tasks, cooperative tasks, individual
tasks

Group work Task modeling
relationships (only graphically
supported by models)

Workflow (task–task relationships), hierarchical
relationships between tasks, task–role–resources
relationships

Workflow (task–task relationship), hierarchical
relationships between tasks, task–role relationships

Cooperation/Collaboration distinction Supported Not supported

Qualitative temporal operators
(order)

Rich set of temporal operators (from LOTOS) Rich set of temporal operators (from LOTOS)

Quantitative temporal operators Graphically supported (dates, periods of time) Graphically not supported (definition of
preconditions using the CTTE environment)

Notifications and events Graphically supported Graphically not supported (definition of
preconditions using the CTTE environment)

Resources specification Graphically supported (shared context,
information-passing, domain independent support
tools, access modifiers of data objects specification)

Graphically not supported (definition of logical
objects used in the context of a task using the CTTE
environment)

Supporting tool for edition and
checking the semantic validity of
these models of models

Yes (CIAT) Yes (CTTE)

Express graphically relationship
between main concepts

Role–task–resources (objects and support tools),
task–task

Role–task, task–task

Modeling of several roles executing
the same group work task

Graphically supported Not supported

perimental method proposed by Ciolkowski et al. [83] and guided by the experimental process of Wohlin et al. [84]. The
general goal of this experiment was to test the usefulness of our models empirically. We use the Goal–Question–Metric
(GQM) template [85] for goal definition. We formulate the experimentation goal as follows:

To analyze collaborative learning models represented with CIAN
with the purpose of testing this notation
with regard to the ease of use, usefulness and intention to use of the models,
from the point of view of software engineering professionals
within the context of the specification of collaborative learning applications.

Thus, our research questions can be: RQ#1:“Is CIAN perceived as easy to use and useful for CSCL requirements modeling?”
and RQ#2:“Is there an intention to use CIAN in the future for designing CSCL systems?”. We base this empirical study on the
user perception with regard to the quality of the CIAN notation. We consider the dimensions of quality for requirements
modeling methods proposed in [13]. For this purpose, we use the measurement instrument provided by these authors for
assessing requirement modeling methods (Table 3). We have done certain adjustments and modifications in the drafting of
the items (adapting the questions to CIAN and CTT notations and models).

As we have mentioned, for performing this second study we followed the experimental process of Wohlin et al. [84],
graphically expressed in Fig. 4. The 14 participants were given both theoretical and practical seminars on CTT and CIAN
notations (preparation phase), with a duration of approximately 30 minutes each. Following that, they accomplished two
understanding exercises of two diagrams which specified two collaborative learning workflows, one using the CIAN notation
and the other the CTT notation (development phase). The development took place in a single room. It was controlled in such
a way that no interaction between subjects occurred. The order of performing these exercises was randomized for each
participant, in order to limit learning effects. For each of these exercises, participants annotated the starting and finishing
time. To avoid a possible ceiling effect, there was no time limit for the performance of the tasks. Next, they analyzed and tried
to understand the diagram. Their level of understanding was measured by answering six statements (true/false) related to the
collaborative process specified. These questions were related to the relationship between tasks (workflow), the relationship
between tasks and the roles involved in their execution, and the understanding of constraints between tasks (notifications).
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Table 3
Items in the survey for measuring the perception-based variables (extracted to [13]).

Item Item statement

PEOU1 The requirements modeling method is simple and easy to follow
PEOU2 Overall, the requirements models obtained by the method was easy to use
PEOU3 It was easy for me to understand what the requirements model was trying to model
PEOU4 The requirements modeling method is easy to learn
PU1 I believe this requirements modeling method would reduce the time required to understand software requirements
PU2 Overall, I found the requirements modeling method to be useful
PU3 I believe this requirements modeling method is useful for building a conceptual model of a software system
PU4 I believe that the requirements specifications obtained with this method are organized, clear, concise and non-ambiguous
PU5 I believe this requirements modeling method has enough expressiveness to represent functional requirements
PU6 Overall, I think this requirements modeling method provides an effective means of describing requirements specifications
PU7 Using this requirements modeling method would improve my performance in describing requirements specifications
ITU1 If I am working in a company in the future, I would use this requirements modeling method to specify functional requirements
ITU2 It would be easy for me to become skillful in using this requirements modeling method
ITU3 I intend to use this requirements modeling method in the future
ITU4 I would recommend the use of this requirements modeling method

Fig. 4. Experimental design.
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Table 4
Summary of the dependent and independent variables considered in the second experiment.

Type Subtype Name Measure

Independent
variables

Notation CTT or CIAN diagram

Dependent
variables

Performance
variables

Time Time spent to understand the model and to answer the questionnaire

Score Number of correct answers

Performance-
based
variables

Understandability
effectiveness

Average number of correct answers divided by the total number of
questions

Understandability efficiency Average number of correct answers divided by the time spent to
understand the model and to answer the questionnaire

Perception-based
variables

Perceived Ease of Use
(PEOU)

Mean of the items that measure each of the items PEOU1. . .PEOU4
obtained in the survey proposed in [13] (Table 3)

Perceived Usefulness (PU) Mean of the items that measure each of the items PU1. . .PU4 obtained in
the survey proposed in [13] (Table 3)

Intention to Use (ITU) Mean of the items that measure each of the items ITU1. . .ITU4 obtained in
the survey proposed in [13] (Table 3)

Table 5
Results of comparative study (CTT vs. CIAN).

CIAN notationa CTT notationa

Time (seg) 282.64 (99.65) 355.36 (86.61)
Score 5.36 (0.63) 4.86 (1.03)
Understandability effectiveness 0.89 (0.11) 0.81 (0.17)
Understandability efficiency 0.24 (0.15) 0.17 (0.07)
PEOU 3.68 (0.51) 3.39 (0.66)
PU 3.78 (0.41) 2.71 (0.63)
ITU 3.29 (0.60) 2.64 (0.71)

a We show the mean scores and the standard deviations (in parentheses).

These understanding tasks allowed us to obtain two measures for understandability (Table 4): Understandability Efficiency,
and Understandability Effectiveness for the two notations to compare (CIAN and CTT).

The development phase included two tasks: an understanding task and a post-task survey. In the post-task survey, for each
of the two exercises, participants rated on a Likert scale (from 1 to 5) their level of agreement or disagreement with 15
statements used to measure the perceived ease of use (PEOU), perceived usefulness (PU) and the intention to use (ITU) for the
specific (CIAN or CTT) notation (Table 4).

In Table 4 we summarize the dependent and independent variables considered in this second experiment. The time spent
solving each exercise, in addition to the score of the six questions, were used to measure the understandability effectiveness
and understandability efficiency of the models by the designers. The understandability effectiveness is calculated as the average
number of correct answers divided by the total number of questions. The understandability efficiency is the average number
of correct answers divided by the time spent to understand the model and to answer the questionnaire. The perception-based
variables (PEOU, PU and ITU) are calculated as the mean of the items that measure each of these three aspects in the surveys
proposed in [13].

After the experiment took place, we collected and analyzed the experimental data. Table 5 shows the results of the
experiment. For each of the variables considered, the mean values and standard deviation (in parentheses) are shown. Due
to the small sample size in this second experiment, we realized a descriptive analysis of the data collected. In addition to
the numeric analysis, a graphical analysis was performed with boxplots (Fig. 5).

We now discuss the values related to task performance. We can see how the time spent solving CTT notation exercises
(M = 355.36, SD = 86.61)4 is, on average, higher than the time taken to understand and solve the CIAN notation exercises
(M = 282.64, SD = 99.65). The difference between the time spent in analyzing each type of diagram was statistically sig-
nificant (F = 4.25, p = 0.04 < 0.05,5 in an analysis of variance with a significance level of 0.05 and a confidence level of
95%). The score obtained by participants is greater for the CIAN model (M = 5.36, SD = 0.63) compared to the CTT version
(M = 4.86, SD = 1.03). These results can be related to the different support for the cognitive dimensions discussed in Sec-
tion 5.1.1 provided by CIAN and CTT. We consider that both notations fulfill the closeness of mapping dimension, using visual
representations whose appearance suggests their meaning (the so-called principle of semantic transparency [65]). However,
the support for role expressiveness is different in each notation. In the case of CTT, we consider that the visual elements are
more difficult to interpret, with this fact affecting the time needed for recognition. We believe that the graphical elements of

4 M = Mean; SD = Standard Deviation.
5 F = F of Snedecor.
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Fig. 5. Boxplots of time, PEOU, PU and ITU variables (CTT vs. CIAN).

CIAN are better with respect to their clarity (they are more legible), simplicity (without unnecessary embellishments, colors
or details) and discriminability (for example, the icons provided to distinguish the type of group work tasks). We consider
CIAN supports in a better way the so-called principle of perceptual discriminability [65], which states that different symbols
should be clearly distinguishable from each other. In general, the greater the visual distance between symbols, the faster
and more accurately they will be recognized. In the case of CTT, the different types of tasks (for example, interactive and
cooperative tasks) are visually very similar, making it more complex to differentiate between them.

As for the measures of subjective nature, we see that the CIAN notation is better valued by the participants. The scores
for the three variables considered (PEOU, PU and ITU) for the CIAN notation are higher (M = 3.68, M = 3.78 and M = 3.29,
respectively) in all cases compared to those obtained by the models in the CTT notation (M = 3.39, M = 2.71 and M = 2.64,
respectively). In the case of PU and ITU, the differences were statistically significant (F = 28.1, p = 0.00 < 0.05 and F =
6.72, p = 0.02 < 0.05, in an analysis of variance with a confidence level of 95%). Thus we can conclude, as expected, that
the majority of the participants found the CIAN notation quite useful and easy to use for modeling collaborative learning
processes. This is supported by their efficiency and effectiveness in performing the understandability tasks.

We can, therefore, conclude that the professionals who participated in this experiment appreciated CIAN more and
they achieved higher performances when the notation used to specify collaborative tasks was CIAN as opposed to the CTT
notation version. The majority of the respondents were very positive about the use of the CIAN notation for modeling CSCL
systems in the future.

This second empirical testing was designed with the aim to alleviate some threats to the internal validity. Thus, the
understanding tasks were randomly assigned to the subjects in a different order with the aim of controlling the possible
differences among subjects. Also, the universe of discourse (the case scenario used in the CIAN specifications) was well-known
by the participants. Regarding the fatigue effects, we have to point out that the average time spent in completing the un-
derstanding tasks was approximately 6 minutes in the case of the CTT exercises and 4.7 minutes in the case of the CIAN
exercises. Hence, fatigue did not have an influence on the result obtained. The experiment was carried out with subjects
who had never done a similar experiment before, thus avoiding persistence effects. In relation to subject motivation, we have
to mention that subjects were highly committed to this research.

However, there is an important threat to the internal validity of this kind of study: the researcher and participant bias.
The participants sometimes say what they think the researcher wants to hear. Although we can reduce this threat by in-
forming the subjects that their answers would be treated anonymously, this fact does not guarantee that their answers are
completely sincere and objective. To deal with this fault, we propose including a more objective source of information in
the next experiment: the use of an eye tracker device. The use of eye tracking techniques provides objective (physical) evi-
dence that allows us to perform a more complete and objective analysis and comparison of results. In the final experiment
we performed, a controlled experiment in which we included eye tracking techniques combined with a more subjective
measurement instrument (like the one used in this second experience).

5.3. Experiment 3: CIAN vs. CTT for modeling collaborative learning tasks. Analysis based eye tracking techniques

Finally, we describe the last experiment performed for assessing the CIAN notation. The objective of this third experiment
was to evaluate in greater detail three particular aspects of CIAN: the “ease of understanding the flow or order between tasks”,
the “ease of locating and understanding the relationship between tasks and the roles that perform those tasks” and, finally, the
“ease of locating and understanding the specification of notifications”, comparing these features in the two notations used in the
second study (CIAN and CTT). To evaluate each of these aspects, several comprehension exercises in CIAN and CTT notations
were designed.

In this empirical study, we considered several sources of information to assess both notations: the subjective perception of
designers, their profile and some evidence of a physical nature provided by an eye tracker device [14]. In this last experiment,
we want to measure in an objective way the cognitive effectiveness of the studied notations. This concept can be defined as
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the speed, ease and accuracy with which a representation can be processed by the human mind [86]. This provides an
operational definition of visual notation “goodness” that can be empirically evaluated [65]. The cognitive effectiveness of a
certain graphical representation correlates with the cognitive load that it imposes. The eye tracking technique is an indirect
method used to measure the cognitive load or mental effort that intends to try to understand a particular image or diagram.

The concept of eye tracking refers to a set of technologies which monitor and record the way a person looks at a partic-
ular scene or image and, more specifically, on what areas they fix their attention, for how long and in the order in which
he/she visually explores the graphical material provided. The eye tracking technique has been applied in various disciplines
and areas of study: marketing, advertising, and evaluation of user interfaces (mainly web pages) [14,87]. Recently, several
authors have proposed the use of this technique to provide new empirical evidence in the study of graphical notations
[69–71]. We believe that there is great potential in using this objective source of information. The use of eye tracking tech-
niques allows us to add evidence of a physical nature to the evaluation of aspects such as diagram understandability and
the visual effort applied by users to try to comprehend graphical specifications. Using an eye tracker device allows answer-
ing questions such as: “Where do people look when trying to understand and analyze a graphical model?”, “Where are they fixing
their attention?”, “How do they explore and examine the diagram?”. We can complement the data provided by more subjective
sources of information (for example, the designers’ subjective perception collected by questionnaires) and contrast them
with a more objective source of information (as the one provided by an eye tracking device).

In the design and development of this final eye tracking test, we followed the methodology proposed by Nielsen and Per-
nice [88] for conducting eye tracking empirical studies. This methodology includes recommendations about the recruiting of
users, number of questions in pre- and post-tests, facilitator (investigator) interruptions during the session, etc. In addition,
this document includes recommendations about more specific aspects like the chair that must be used during the test, the
participant’s seating position, the most suitable lighting conditions, aspects related to the calibration phase, etc.

Choosing the number of test participants needed in this kind of study is an important aspect to be considered. It is
necessary to point out that some people cannot be eye tracked at all for various reasons. Eye tracking technology has been
developed to work well with people who have healthy eyes and normal visual acuity. Thus, for example, people wearing
bifocals are typically difficult to track. Moreover, the use of contact lenses or the length of the person’s eyelashes can make
eye tracking more difficult. In this experiment, the sample population has been restricted to “suitable eye tracking individuals”
[88]. Individuals with contact lenses, glasses and/or poor trackability were excluded from the tests. This restriction affects
the sample size, because the initial number of participants recruited may decrease [89]. When performing an eye tracking
study we have to be prepared to lose about 5% of the eye tracking recordings due to technical reasons or because participants
cannot be tracked. Hence, at least 5% extra recruitment is recommended in order to end up with enough good quality
recordings for analysis.

With regard to the most suitable place to run this kind of study, Nielsen recommends performing controlled experiments
and conducting the eye tracking sessions in a laboratory setting. This is because, for example, in a laboratory setting the
lighting conditions can be arranged in a way that does not interfere with the eye tracker. Other environmental interruptions
can also be controlled.

To perform this last study, we used the Usability Lab equipment of the CHICO (Computer–Human Interaction and Collab-
oration) research group of the University of Castilla-La Mancha (UCLM), Spain. Apart from the common resources found in
any computer laboratory, this one includes the equipment necessary for the usability and accessibility testing of interactive
systems. For this, it includes an eye tracker device (Tobii X60 model), common systems found in testing and interview rooms
(cameras, microphones and a PA system) and an observation room for monitoring tests. For the design, development and
analysis of the data obtained during the eye tracking sessions, we used the Tobii Studio software version 3.0.2.

In the next subsections, we explain the details of this last experiment. Before carrying out the final experiment, a pilot
test in which some professors and researchers participated was performed. This test was used to refine some details of the
experiment (materials supplied, questionnaires, and duration), as well as to realize eye tracker calibration testing. Conducting
the pilot test allowed us to prepare the experimental tasks and the conditions required to successfully run the eye tracking
session.

5.3.1. The pilot test
In the pilot test, eight professors and researchers from the College of Computer Science (ESI) of the University of Castilla-

La Mancha (UCLM), Spain, voluntarily participated. As a result of this first phase, we made some decisions about the
instructions that would be included in the final test, the way to supply the questionnaire and how to record the subjects’
responses.

Four of the professors that participated in the pilot test acted as test facilitators during the final study. This pilot phase
served as preparation for these facilitators and as a basis for the creation of a test session script. During the test session, the
facilitator has to keep track of many things simultaneously. Hence, most researchers recommend developing a test session
script which contains everything the facilitator has to do and say to the participants during the session. By using a script,
we can make sure that test results are not influenced by participants receiving different instructions or proceeding through
the test session in different ways. While participants are working on their tasks, the facilitator also observes what they are
doing and takes notes about possible misconceptions or problems during the session.

As a result of the pilot test, some eye tracking testing conditions which can interfere in the session were controlled. Thus,
the testing room was prepared for carrying out the final test. When testing, it is important to check whether the eye tracker
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Fig. 6. Examples of heat maps and scan paths generated during the pilot test.

will work under the given lighting conditions before beginning with participants. Finally, this phase allowed us to decide
which eye tracking measures to consider in the final test and the interpretation of each of them. To this end, we applied
a retrospective thinking aloud method (RTA) [90,91]. More details about the measures selected and their interpretation are
discussed in the next section.

5.3.2. Eye tracking measures and interpretation
When we run an eye tracking session, we can perform a quantitative analysis of the test results (when the sample size is

adequate) or a qualitative one [88]. In this last case, we can use two representations: heat maps and scan path or gaze plot,
which allows us to show graphically the visual behavior of a user or a group of users. In Fig. 6, we can see examples of
these representations, obtained during the pilot test. Fig. 6.A shows the heat map generated by one of the participants in a
comprehension task of the flow (order) between two tasks. This representation includes the so-called “hot spots” (marked
in red) that show where users have paid most attention (in this case on the two tasks whose order had to be checked).
Fig. 6.B shows an extract of the heat map generated in a task of notification location in a CIAN notation diagram. For its
part, the scan path allows the identification of diagram analysis patterns and searches which are more or less efficient. For
example, in Fig. 6.C we can see the scan pattern on a CTT tree in which the subject had to locate two tasks to check their
order (the heat map in Fig. 6.A corresponds to this same task). In the figure (Fig. 6.C), we can see how the user progressed
through the various depth levels of the tree to locate the tasks that he was asked about. Finally, in Fig. 6.D, we can see the
pattern generated by one of the participants who had difficulty in locating the answer to a question about the tasks order
in a CIAN diagram with two abstraction levels. We can see how in this case a long and dense scan path is generated, which
indicates the effort involved in locating the answer.

If we want to perform a quantitative analysis, we can use several metrics that we can collect during an eye tracking
session [87]. These metrics can be used to measure the participants’ visual effort in tasks of analysis and diagram compre-
hension. In Table 6, we show a selection of what we consider most useful for this purpose as well as its interpretation.
Most of them are related to the number and duration of the so-called fixations (obtained when the eye remained stationary,
focused on an area of interest for a certain period of time).

It is necessary to point out that a metric can be interpreted in different ways. So for example, longer fixations can mean
a user found a particular area interesting but it can also mean that they found the area difficult to interpret [92]. Hence, it is
important to attempt to supplement eye tracking data with additional information gained from the participants about their
experiences during the eye tracking session. To decide the final interpretation of each metric, we applied the retrospective
thinking aloud (RTA) method during the pilot test, commonly used for usability testing [93]. In this method, once the tasks
were completed by participants, they replayed the eye tracking session again and verbalized their experiences while doing
the tasks. Applying this method helped us to determine the most suitable interpretation for the metrics gathered during the
eye tracking session.

In addition, to analyze the data obtained in an eye tracking session it is necessary to define the so-called “areas of interest”
(AOI) of the image displayed. These areas of interest (AOIs) are for the evaluation team, and depend on the specific task to
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Table 6
Eye tracking metrics – interpretation.

Metric Interpretation

Behavior Patterns (Analysis of the scan path)
Scan path complexity (duration, length and
density)

A longer-lasting scan path indicates less efficient scanning/searching. Smaller spatial density
indicates a more direct search.

Scan path direction This can determine a participant’s search strategy (e.g. top-down vs. bottom-up scan paths).
“Sweep” denotes a scan path progressing in the same direction.

Performance and efficiency measures
TTA: Time to answer Indicates the time spent by the subject until answering the question.

Cognitive processing measures
TNF: Total number of fixations (in all the diagram) A higher number of fixations indicates confusion (less efficient search of the solution to the

task).
AFD: Average fixation duration A longer duration indicates that the participant needs more time to understand the individual

objects. This can indicate difficulty in extracting information.

Solution (or target) findability measures
Number of participants who were fixated on the
target

Indicate how quickly an element is located in the image. It can indicate where a particular
content is expected to be found.

TTFFT: Time to first fixation on the target
NFPFFT: Number of fixations prior to first fixation
on the target
Solution (or target) recognizability measures
NVT: Number of visits to target (area that
contains the solution) before answer

Measures of recognizability of the searched target (in our case, the solution to the task)

TFFFTA: Time from first fixation on target to
answer

Fig. 7. Scan paths and some metrics generated during the pilot test (by two particular participants) in a task of localization of the relationship between tasks and
roles.

be performed. So, in our case, the AOIs are the areas of the diagrams containing the information required to answer each of
the comprehension tasks to be solved by participants.

To better understand the analysis and interpretation of these metrics, we show two examples. In the first one (Fig. 7),
we show an exercise which attempts to measure the “ease of locating and understanding the relationship between tasks and the
roles that perform those tasks”. We can see the scan paths of two of the participants in the pilot test who answered the same
question but analyzing different diagrams (in CTT and CIAN notations). The figure also shows some of the metrics collected.
In this particular case, and for these two particular participants, the results indicated that the one who analyzed the CIAN
version spent less time on localizing the solution of the task and responding (10′′). The metrics that we use to measure the
cognitive load (the total number of fixations and the average fixation duration) has lower values in the case of the CIAN diagram
(39 fixations and 0.27′′ , respectively) compared to the CTT diagram (78 fixations and 0.31′′ , respectively). The time to first
fixation on the area of the diagram that contains the solution and the number of fixations prior to first fixation on this area
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Fig. 8. Scan paths and some metrics generated during the pilot test (by two particular participants) in a task of localization of notifications.

are also lower in the case of the CIAN notation (5.68′′ and 22 fixations, respectively). This fact indicates that the participants
who analyzed this version found the answer to the question more quickly than those who analyzed the CTT version (who
spent 11.82′′ and generated 43 fixations). In relation to the number of visits to target (that can be interpreted as recognition
of the solution), the values obtained did not indicate any difference (in both cases the number of visits was the same: 3).

We can try to explain these results considering the characterization of both notations made in Section 5.1.1, using the
cognitive dimensions framework. In this case, the task was “locating and understanding the relationship between tasks and the
roles that perform those tasks”. With regard to specification of relationship between roles and task, both notations show this
relationship graphically. In this regard, neither of them presents hidden dependencies. In the case of CTT, the name of the task
and the name of the role appear together and close in the diagram. In the case of CIAN, a task graphically includes some
elements (concepts related with the performing of the task): the roles involved in its execution and the object manipulated.
All these graphical models form a unique and more complete symbol, in which the layout of the task makes this relationship
more explicit (secondary notation).

In addition, regarding the roles representation, in the case of CIAN the notation provides a specific icon to represent
them. This graphic symbol is combined with the name of the role (in text). In the case of CTT, the name of the role appears
close to the task (in text), but without a particular icon accompanying the name. According to dual coding theory [94], using
text and graphics together to convey information is more effective than using either one on its own. The symbol used to
specify roles in CIAN facilitates finding and recognizing more directly this particular element in the whole diagram.

In Fig. 8, we can see the scan paths and the metrics of two of the participants in the pilot test who answered a question
related to the “locating and understanding of notifications” in CTT and CIAN diagrams. As we can see in Fig. 8, in the case
of CTT (8.B) it is necessary to scan several levels of the diagram to locate the notification task, while in the case of CIAN
(8.A) the location of this element is more direct. We can also interpret the metrics in the same way as we have done in
the previous example. Additionally, in this case, the participants spent less time on localizing the solution of the task and
responding (27′′). The cognitive load, measured using the total number of fixations and the average fixation duration, has lower
values in the case of the CIAN diagram (89 fixations and 0.30′′ , respectively) compared to the CTT diagram (146 fixations
and 0.35′′ , respectively). The time to first fixation on the area of the diagram that contains the solution and the number of
fixations prior to first fixation on this area are also lower in the case of the CIAN notation: 6.16′′ and 24 fixations in CIAN
vs. the 10.75′′ and 36 fixations in the case of the CTT diagram. This fact indicates that the participants who used the CIAN
version found the answer to the question in a more straightforward way than those who analyzed the CTT version.

Trying to explain the reason for these results, we can again associate them with the support of cognitive dimensions
of both notations. In the case of notification specification, CIAN provides a specific icon to express this kind of restriction.
CTT does not include a particular graphical representation of this kind or constraint, making it necessary to specify it as a
specific task in the workflow. The use of a specific icon, in the case of CIAN, facilitates the identification and recognition
of this element in the diagram. In this regard, we consider that the visibility cognitive dimension of this particular concept
is better in the case of CIAN than in the case of CTT. In this sense, and in order to maximize visual expressiveness of the
notation, graphical encoding (using a specific icon) is preferred and is more efficient than textual encoding.

Once the exercises were created and the metrics to be obtained were selected, we proceeded to the final test. In the
next subsection, we explain all the details of this experiment and the results obtained from it.
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Fig. 9. Experimental design.

5.3.3. Experimental design
Fig. 9 graphically illustrates the experimental design followed in this study. Each of the participants was summoned at

different times to perform the experimental task. The duration of the test for each subject was about 10–12 minutes. In the
design and development of this eye tracking test, we followed the methodological recommendations of Nielsen and Pernice
[88]. For each student, the test consisted of several phases: pre-test, eye tracker calibration, intervention phase and post-test.
The objective of each of these stages, as well as the information collected in each, is described below. In Table 7, we
summarize the dependent and independent variables considered in this experiment.

Firstly, the participants took a pre-test (on paper) by which researchers could gather certain data about the students’
profile:

• Demographic information: gender, age.
• Prior Knowledge (PK) on CTT (for collaborative modeling) and CIAN notations. In order to assess prior knowledge of

participants in the two notations, they were asked to rate their knowledge on a Likert 5-point scale ranging from
“I don’t know at all” (associated with a score of 1) to “I know very well” (associated with a score of 5) for one statement
related to their knowledge about these notations.

• Complexity of CTT (for collaborative modeling) and CIAN notations. Participants were also asked to rate the complexity
of each of the notations studied on a 5-point scale (ranging from 1 which means “very simple’ to 5 which means “very
complex’).

• Utility of conceptual modeling. Finally, participants indicated their opinion about the utility of using conceptual mod-
eling (notations) for specifying software systems in general, and collaborative systems in particular. Both aspects were
rated using a 5-point scale ranging from “Hardly useful” (associated with score 1) to “Very useful” (associated with
score 5).

Then, the participants moved on to the intervention phase. The experiment rules and the characteristics of the materials
were explained before this phase began. No other explanation was given during the intervention. Before visualizing and
analyzing the diagrams, the eye tracker was calibrated, passing by to record the session. Tobii Studio software records the
task and tracks the time, in seconds, taken by each student to complete the task (TTA: Time to Answer). Each of the
participants spent the time he/she considered necessary, with no limitation in this regard.

After completing the intervention phase, all participants were asked to fill out the post-test which consisted of several
sections:

• Selection of notation (CIAN vs. CTT) which more easily located the three aspects studied. In the post-test, the participants
chose the notation (CTT or CIAN) that he/she considered more easily located the answer to the questions related to the
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Table 7
Summary of the dependent and independent variables considered in the first experiment.

Type Subtype Name Measure

Independent
variables

Notation CTT or CIAN diagram

Dependent
variables

Performance
variables

Time to answer (TTA) Indicates the time spent by the subject until answering the question

Perception-based
variables

Perceived Ease of Use
(PEOU)

Mean of the items that measure each of the items PEOU1. . .PEOU4
obtained in the survey proposed in [13] (Table 3)

Perceived Usefulness (PU) Mean of the items that measure each of the items PU1. . .PU4 obtained in
the survey proposed in [13] (Table 3)

Intention to Use (ITU) Mean of the items that measure each of the items ITU1. . .ITU4 obtained in
the survey proposed in [13] (Table 3)

Eye-tracking
metrics

Total number of fixations
(TNF)

Total number of fixations in all the diagram

Average fixation duration
(AVD)

Average value of duration of each individual fixation within an AOI

Time to first fixation on the
target (TTFFT)

This metric measures how long it takes before a test participant fixates on
an AOI for the first time

Number of fixations prior to
first fixation on the target
(NFPFFT)

This metric measures the number of times the participant fixates on the
media before fixating on an AOI for the first time

Number of visits to target
(NVT)

This metric measures the number of visits within an AOI. Each individual
visit is defined as the interval of time between the first fixation on the AOI
and the next fixation outside the AOI

Time from first fixation on
target to answer (TFFFTA)

This metric measures the time from first fixation on an AOI until the
subject answers

Table 8
Intrinsic motivation and performance subjective ratings.

Item Measure
(5-point Likert scale)

COM1. I think I did this activity well. Competence (COM)
EFF1. I put a lot of effort into doing this activity well. Effort (EFF)
EFF2. It was important for me to do this task well. Effort (EFF)
PRE. I felt nervous while doing this activity. Pressure (PRE)
CHO. I willingly chose to participate in this activity. Choice (CHO)

understanding of “the relationship between tasks and the roles that perform those tasks”, “the specification of notifications” and
“the flow/order between tasks”.

• Intrinsic motivation and performance subjective ratings. Next, participants completed a set of 5 questions (5-point
Likert scale) designed to measure their competence (COM), effort (EFF), pressure (PRE) and choice (CHO) during the
activity [95] (Table 8).

• Perception-based survey. Finally, for each of the two notations (CIAN and CTT), participants used a Likert scale (from 1
to 5) to show their level of agreement or disagreement with 15 statements used to measure the perceived ease of use
(PEOU), perceived usefulness (PU) and the intention to use (ITU) for each notation. The survey used to measure these
three aspects for each notation is the same one used in the second experiment (based on the questionnaire proposed
in [13]).

5.3.4. The final test: Results and discussion
The subjects in the final experiment were 56 undergraduate students enrolled in the third and fourth years of the

Bachelor of Computer Science Degree at the University of Castilla-La Mancha in Ciudad Real, Spain. The participation in this
experiment was voluntary. The average age of the participants was 23. As we have mentioned before, some extra recruiting
is needed to ensure enough data is collected due to the fact that about 5% of the participants cannot be eye tracked.

Participants attended a seminar on CTT and CIAN (for cooperative modeling) notations. Some examples of understand-
ability exercises were also given during this previous phase. Then, they solved several comprehension exercises. In this
experiment, we wanted to evaluate three aspects: the “ease of understanding the flow or order between tasks”, the “ease of
locating and understanding the relationship between tasks and the roles that perform those tasks” and, finally, the “ease of locating
and understanding the specification of notifications”. To evaluate each aspect, an understandability exercise of each type was
presented. Half of the participants received the diagrams in CTT and the other half in CIAN. The subjects were randomly
assigned to each group. While they were completing the exercises of interpretation and analysis of the diagrams, the eye
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Table 9
Participants profile (some pre-test results).

CIAN notationa CTT notationa F ∗ p∗

Prior knowledge (PK) 2.14 (0.70) 3.14 (0.72) 55.28 0.00
Complexity (Comp) 3.11 (0.78) 2.84 (0.87) 2.95 0.08

a We show the mean scores and the standard deviations (in parentheses).
∗ Results of the analysis of variance for the data with a confidence level of 95% (α = 0.05).

Table 10
Utility of conceptual models (pre-test). Intrinsic motivation and performance subjetive measures
(post-test).

Mean (SD)a

Conceptual model utility 3.43 (0.83)
Conceptual model utility (for specifying collaborative systems) 3.63 (0.80)

Competence (COM) 3.63 (0.80)
Effort (EFF) 4.21 (0.72)
Pressure (PRE) 2.32 (1.16)
Choice (CHO) 4.82 (0.62)

a We show the mean scores and the standard deviations (in parentheses).

tracker equipment scanned and recorded their eye movements performed while scanning the image and looking for the
answers to the comprehension activities.

We then analyzed and interpreted the information collected during the experiment. As discussed previously, it includes
values obtained from different sources. Some of them are of an objective nature (TTA and the metrics provided by the eye
tracker device), while others are obtained from subjective surveys (PK; PEOU, PU and ITU for the CTT notation; PEOU, PU
and ITU for the CIAN notation and the intrinsic motivation and performance variables: COM, EFF, PRE, and CHO).

Regarding the profile of respondents, it is necessary to indicate that most of them had prior knowledge of using the CTT
notation for specifying interactive systems. The participants were recruited from two subjects (Human–Computer Interaction
and Groupware Engineering), and thus they had some knowledge of task modeling, with CTT being a de facto standard in
this field. However, they had no prior knowledge about its use for modeling cooperative behaviors [17]. We indicated
and commented on the difference between CTT for classical use (to specify interactive behavior) and its use for modeling
cooperative behaviors. However, we believe the students did not consider this difference when answering this question. In
Table 9, we can see the mean value assigned by participants to prior knowledge on both notations (M = 2.14, SD = 0.70 for
CIAN; M = 3.13, SD = 0.72 for CTT), with the difference being statistically significant (F = 55.28, p = 0.00).

A pre-test was used not only to ascertain the participants’ profiles, but also to determine their subjective perception about
the complexity of both notations. Most participants considered the CIAN notation as more complex (M = 3.11, SD = 0.78)
than CTT (M = 2.84, SD = 0.87). However, previous knowledge in CTT could have influenced their answer and the difference
was not statistically significant (p = 0.08 > 0.05). However, some students mentioned that CIAN has a higher number of
icons and perhaps they associated completeness as complexity.

In the pre-test, we also asked about the perceived utility of conceptual modeling for specifying software systems in
general, and for specifying collaborative systems in particular. In this regard, participants scored the utility of using notations
for modeling with a mean of 3.43 (SD = 0.83), valuing the utility for modeling specifically collaborative systems with a mean
of 3.63 (SD = 0.80) (Table 10).

When the participants had completed the activity they filled out the post-test surveys. In Table 10, we can see some
of the mean values assigned to subjective perception measures. We can observe that participants considered themselves
very competent in performing this kind of activity (M = 3.63, SD = 0.80). They made an effort to properly complete the
activity (M = 4.21, SD = 0.72), not feeling very nervous when doing it (M = 2.32, SD = 1.16). Most of them willingly chose
to participate in this session (M = 4.82, SD = 0.62).

As we have mentioned before, we are interested in knowing the subjective perception of the participants in relation to the
perceived ease of use (PEOU), perceived usefulness (PU) and the intention to use (ITU) for each notation. This data was collected
in the post-test. In Table 11, we can see the results obtained for the CIAN and CTT notations. This data indicated that better
scores were obtained for the CIAN notation compared to CTT for the three measures. In the case of variable PEOU, the score
for CIAN was on average 3.71 (SD = 0.72) as opposed to 3.51 (SD = 0.58) for the CTT notation. However, the difference is
not statistically significant (p = 0.11 > 0.05). The score for perceived usefulness of the CIAN notation was 3.90 (SD = 0.56)
compared to 3.44 (SD = 0.58) for the CTT notation, the difference in this case being significant. Finally, the ITU score was
again higher for CIAN (M = 3.58, SD = 0.69) versus CTT (M = 3.16, SD = 0.73), the difference here also being significant
(F = 9.53, p = 0.00 < 0.05). This positive subjective perception about CIAN differs from the fact that participants had higher
prior knowledge of CTT. In fact, we made a correlation analysis between the measures gathered in the pre-test and the
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Table 11
Subjective perception measures (post-test).

CIAN notationa CTT notationa F ∗ p∗

Perceived Ease of Use (PEOU) 3.71 (0.72) 3.51 (0.58) 2.64 0.11
Perceived Usefulness (PU) 3.90 (0.56) 3.44 (0.58) 18.47 0.00
Intention To Use (ITU) 3.58 (0.69) 3.16 (0.73) 9.53 0.00

a We show the mean scores and the standard deviations (in parentheses).
∗ Results of the analysis of variance for the data with a confidence level of 95% (α = 0.05).

Table 12
Eye tracking metrics generated in the task of localization of the relationship between tasks and roles.

Eye Tracking measures CIAN notationa CTT notationa F ∗ p∗

Time To Answer (TTA) 44.98 (24.81) 46.17 (17.32) 0.035 0.85
Total number of fixations (in all the diagram) (TNF) 81.13 (48.39) 76.74 (33.88) 0.13 0.72
Average fixation duration (AFD) 0.32 (0.06) 0.36 (0.06) 3.70 0.06
Time to first fixation on the target (TTFFT) 6.74 (6.28) 20.09 (9.66) 30.89 0.00
Number of fixations prior to first fixation on the target (NFPFFT) 23.78 (21.75) 66.52 (29.64) 31.09 0.00
Number of visits to target (area that contains the solution) before answer (NVT) 7.96 (3.84) 3.61 (2.25) 21.92 0.00
Time from first fixation on target to answer (TFFFTA) 38.24 (25.33) 26.08 (14.40) 4.01 0.04

a We show the mean scores and the standard deviations (in parentheses).
∗ Results of the analysis of variance for the data with a confidence level of 95% (α = 0.05).

subjective perception measures, obtaining a negative correlation between the complexity score assigned to CIAN and PEOU
(r = −0.41, p < 0.016) and PU (r = −0.33, p < 0.056) scores assigned to this notation.

To obtain all the data mentioned so far, we considered the data provided by the 56 participants that voluntarily partic-
ipated in this study. We will now discuss the data obtained with the eye tracker device and relating the metrics obtained
with the data collected using the surveys. We should point out that we eliminated 10 participants from the initial sample,
considering a final sample of 46 participants. The reason is that, as we have discussed above, some people cannot be eye
tracked at all for various reasons (people wearing bifocals, contact lenses, and/or poor trackability). All of these were ex-
cluded from the tests. This restriction affects the sample size, because the initial number of participants recruited decreased.
Only participants with a calibration accuracy higher than 90%7 (M = 93.1%, SD = 5.29) in the session were selected in the
final sample [96].

As previously mentioned, in this study we were interested in testing various aspects related to the understandability of
each notation. One of these is the “ease of locating and understanding the relationship between tasks and the roles that
perform those tasks” in the CTT and CIAN notations, to check if the latter was more understandable to users. We will
now comment on the results obtained in this comprehension exercise (Table 12). In the post-test, we asked the participant
which notation (CIAN or CTT) he/she considered more easily located the answer to this kind of task. Of the 46 respondents,
73.91% selected CIAN as easier. Now we will contrast this subjective opinion with the data and metrics collected during this
exercise.

One of the values that allows us to compare the understandability of the diagrams is the time spent by participants
on interpreting and analyzing each model. That is, the time spent by the subject on answering the question (time to answer
metric, TTA). The test results indicated that the time for locating the answer was lower in the case of CIAN (M = 44.98, SD =
24.81) compared to CTT diagram (M = 46.17, SD = 17.32). In fact, participants appreciated the use of icons representing
roles ( ), because they helped participants to more quickly locate the answer. As we inferred from the pilot test, the use
of this specific graphical symbol facilitates finding more directly this particular element in the whole diagram. In this sense,
CIAN presents a better visibility (Section 5.1.1) than the CTT notation.

Regarding TTFFT (time to first fixation on the target) and NFPFFT (number of fixations prior to first fixation on the target) metrics
which indicated how quickly the solution is located in the diagram, participants obtained lower values in the case of CIAN
(M = 6.74, SD = 6.28; M = 23.78, SD = 21.75, respectively), with the difference in the data obtained in the case of the
CTT notation being statistically significant (p = 1.49E−06 and p = 1.41E−06, respectively; with both values being lower
than 0.05). These objective findability measures are consistent with the perception of the majority of the participants, who
considered that CIAN facilitated the finding of the answer to this kind of understandability tasks.

As regards cognitive processing measures, we can conclude that the layout of CIAN diagrams generates less efficient
searches due to the fact that the total number of fixations (TNF) when exploring a CIAN model (M = 81.13, SD = 48.39)
is higher than when exploring a CTT model (M = 76.74, SD = 33.88). However, the other measure that we can use to

6 Minimum significant correlation coefficient r for sample size n = 56 is 0.26 at p = 0.05; minimum significant correlation coefficient r for sample size
n = 56 is 0.34 at p = 0.01; minimum significant correlation coefficient r for sample size n = 56 is 0.43 at p = 0.001.

7 The quality of the recording is calculated using the number of eye tracking samples that were correctly identified. 100% means that both eyes were
found throughout the recording; 50% that one eye was found for the full recording or both eyes during half the time. Note that the eyes cannot be found
when a person is looking away from the screen; this will result in a lower percentage.
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Table 13
Eye tracking metrics generated in the task of localization of notifications.

Eye Tracking measures CIAN notationa CTT notationa F ∗ p∗

Time To Answer (TTA) 35.30 (16.53) 38.83 (19.11) 0.45 0.51
Total number of fixations (in the entire diagram) (TNF) 67.57 (44.13) 61.61 (32.60) 0.27 0.61
Average fixation duration (AFD) 0.31 (0.04) 0.38 (0.07) 14.81 0.00
Time to first fixation on the target (TTFFT) 10.21 (5.35) 14.33 (6.60) 5.41 0.02
Number of fixations prior to first fixation on the target (NFPFFT) 30.57 (15.57) 40.30 (16.77) 4.19 0.04
Number of visits to target (area that contains the solution) before answer (NVT) 6.17 (4.68) 8.43 (4.73) 2.66 0.11
Time from first fixation on target to answer (TFFFTA) 22.70 (17.62) 30.41 (19.09) 2.02 0.16

a We show the mean scores and the standard deviations (in parentheses).
∗ Results of the analysis of variance for the data with a confidence level of 95% (α = 0.05).

determine the cognitive load during the comprehension task (the average fixation duration) is lower in the case of CIAN (M =
0.32, SD = 0.06). This last measure, as is shown in Table 12, indicates (when the duration is longer) that the participants
need more time to understand the individual objects. This occurs in the case of CTT diagrams. Therefore, we can conclude
that, for this type of understandability exercise, the CIAN notation produces less efficient scanning patterns, although the
extracting of information when the solution is located is easier.

The last two measures (NVT and TFFFTA) related to the recognizability of the solution, are better in the case of CTT (M =
3.61, SD = 2.25 and M = 26.08, SD = 14.40, respectively), with the difference between the two metrics being statistically
significant. Considering the values of the findability measures (TTFFT and NFPFFT) and the recognizability ones (NVT and
TFFFTA), we can conclude that the use of icons to represent roles facilitates the finding of the answer in the case of CIAN,
although the subject needed more time to be sure before answering (he/she needs to visualize more elements). In the case
of CTT, the location of the answer is not so direct but when the subject has located the solution of the comprehension task,
he/she is sure of the answer more quickly.

With regard to the specification of the “relationship between tasks and the roles that perform those tasks”, neither CIAN
nor CTT presents hidden dependencies (Section 5.1.1) showing explicitly and visually the relationship between roles and
tasks. In the case of CIAN, the use of graphical icons for representing roles facilitates locating them (that is, the visibility
of these elements is improved). The relationship between roles and tasks are expressed in CIAN using a more complex
graphical element (roles are nested elements in a task representation). Roles and tasks appear together in the diagram,
with the layout of the graphical representation of the task acting as a secondary notation which graphically expresses the
relationship between these concepts. The complexity of the elements used for representing tasks can explain the values of
the recognizability metrics provided by the eye tracker, which are worse in the case of CIAN.

Regarding the “ease of locating and understanding notification specifications” significant differences were noted between
the two notations considered. In the case of CIAN, an icon exists ( ) to graphically specify notifications in the flow of
activities. To model this element in CTT, it is necessary to create a notification task which is not graphically different from
other tasks. In this case, we found significant differences in the interpretation of both notations.

In the question related to the ease of locating notifications (filled out in the post-test), 35 of the 46 participants (76.09%)
considered that it was easier to locate notifications in CIAN models. However, the measures provided by the eye tracker allow
us to refine this subjective perception (Table 13). In relation to the time to answer, the lower values have been obtained by
the CIAN version (M = 35.30, SD = 16.53), although the difference is small and not significant (p = 0.51 > 0.05).

Regarding the two metrics related to the cognitive processing during the analysis exercise (total number of fixations in
the diagram and average fixation duration), again, the values obtained are consistent with those obtained in the previous
type of exercises. The total number of fixations is higher in the case of CIAN (M = 67.57, SD = 44.13) while the average
fixation duration is lower (M = 0.31, SD = 0.04), with the difference in the last case being statistically significant (F = 14.81,
p = 0.0004 < 0.05).

In relation to findability measures (TTFFT and NFPFFT), the better scores are obtained by the CIAN notation (M = 10.21,
SD = 5.35 and M = 30.57, SD = 15.57), with the differences being significant in both cases (p = 0.02 and p = 0.04, respec-
tively, both values lower than 0.05). The use of specific icons for representing notifications facilitates finding the answer
more quickly in CIAN diagrams.

As regards the recognizability measures (number of visits to target and time from first fixation on target to answer), they are
also better in the CIAN notation (M = 7.17, SD = 4.68 and M = 22.70, SD = 17.62) although in these cases the difference is
not significant (p = 0.11 and p = 0.16, respectively). These values indicate that once participants have located the answer
to the exercise in the CIAN model, they have fewer doubts about it before answering. Once the participants have found the
notification icon (thanks to its visibility) they can also recognize this element quickly, thanks to the closeness of mapping that
characterizes most of the graphical elements provided by CIAN.

Finally, we are going to comment on the results obtained in the last type of exercise, which tried to assess the “ease
of understanding the flow or order between tasks”. Participants were asked about this issue in the post-test, with the CTT
notation obtaining the better score in this case (58.70% of the respondents thought that in CTT it was easier to interpret
and understand the flow between tasks). We want to contrast this subjective perception with the data provided by the eye
tracker (Table 14).
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Table 14
Eye tracking metrics generated in the task to understand the flow or order between tasks.

Eye Tracking measures CIAN notationa CTT notationa F ∗ p∗

Time To Answer (TTA) 39.78 (22.54) 32.78 (10.43) 1.83 0.18
Total number of fixations (in the entire diagram) (TNF) 66.83 (42.91) 45.78 (24.56) 4.17 0.05
Average fixation duration (AFD) 0.31 (0.06) 0.37 (0.07) 8.15 0.01
Time to first fixation on the target (TTFFT) 8.86 (5.20) 9.69 (6.11) 0.25 0.62
Number of fixations prior to first fixation on the target (NFPFFT) 32.74 (18.74) 36.00 (20.37) 0.32 0.57
Number of visits to target (area that contains the solution) before answer (NVT) 8.70 (4.30) 6.13 (3.47) 4.96 0.03
Time from first fixation on target to answer (TFFFTA) 30.92 (22.73) 23.09 (10.94) 2.22 0.14

a We show the mean scores and the standard deviations (in parentheses).
∗ Results of the analysis of variance for the data with a confidence level of 95% (α = 0.05).

The time to answer metric, which can be interpreted as an efficiency measure, indicates that the time spent by the subjects
before answering was lower in the case of analyzing CTT diagrams (M = 32.78, SD = 10.43), although the difference was not
significant (p = 0.18 > 0.05). This value is consistent with the perception of the majority of subjects that rated CTT models
as better than CIAN for this kind of understandability task.

The values obtained in the measures related to cognitive load are consistent with those obtained in the two previous
cases. The total number of fixations in the entire diagram is lower in the case of the CTT notation (M = 45.78, SD = 24.56),
while the better value of average fixation duration is obtained by the CIAN notation (M = 0.31, SD = 0.06), with the difference
in the last case being significant (p = 0.01 < 0.05).

The two metrics related to the findability of the answer (TTFFT and NFPFFT), and contrary to expectations (and the
subjective perception of the majority of participants), indicates that the answers were located more quickly in the CIAN
version of the exercise although the differences between the two metrics are not statistically significant (p = 0.62 and
p = 0.57, both values higher than 0.05).

Finally, with regard to recognizability of the solution (number of visits to target and time to first fixation on target to answer),
the better scores were obtained in this case by the CTT notation (M = 6.31, SD = 3.47; M = 23.09, SD = 10.94), with the
difference in the first metric being statistically significant (NVT) (p = 0.03 < 0.05).

As a result of the data obtained in the three exercises, we can extract the following conclusions:

– In relation to the values of TTA (time to answer), which can be considered a performance and efficiency measure, the
obtained data is consistent in the three exercises with the preferences of participants. They rated CIAN as a better
option in order to understand the relationship between tasks and roles and to locate notifications, while they preferred
the CTT notation for understanding the flow or order between tasks. The objective data provided by the eye tracker
seems to confirm the subjective perception of participants in terms of this issue.

– Regarding the cognitive processing measures, in all the cases the total number of fixations (TNF) is higher in the case of
CIAN, which can be interpreted as the diagrams specified in this notation causing more confusion and, therefore, less
effective scanning patterns. We believe that the fact that the participants were already familiar with CTT may have
influenced these results. However, in all cases the value of AFD (average fixation duration) is lower in the case of CIAN,
which can be interpreted as this notation facilitating the extraction of information. That is, the participants need less
time to understand the individual objects.

– Finally, in the case of CIAN, the participants more quickly found the solution in the three exercises (lower values of the
findability metrics: TTFFT and NFPFFT), although CTT has better data in the solution recognition in the first and third
types of comprehension exercises (NVT and TFFFTA). Thus, in these cases, although CIAN facilitates finding particular
contents, the participants need to analyze the diagram for more time to be sure before answering.

5.4. Discussion and lesson learned

Our objective in this work was to assess a notation (CIAN) for modeling some aspects of collaborative learning systems.
CIAN, like most requirements notations, is highly visual. Visual notations play a critical role in communicating with end
user and customers, mainly to convey information to non-technical people. Empirical research in requirements engineering
contexts confirms that the graphical form of notations significantly impacts their effectiveness for both problem solving
and end user communication [97]. In designing notations, decisions about graphic representations tend to be made in most
cases in a subjective way (i.e., they are based on the decisions of researchers and notation designers), without reference to
theory (for example, principles of visual perception and cognition) or empirical evidence that justify these decisions [65].

As we mentioned in the introduction of this paper, one drawback of most requirements modeling methods is that they
lack proper evaluations, mainly of an empirical nature. There are several methods and techniques for assessing graphical
notations quality (as we have commented on in Section 4). Some of them are more objective while others are more sub-
jective. Some authors also propose guidelines and design rules for graphical notations. Features such as simplicity, aesthetics,
expressiveness, and naturalness are often mentioned in the literature, but they are vaguely defined and highly subjective.

In this work, we began characterizing our proposed notation for modeling collaborative learning tasks (CIAN) using
one of the most popular among the existing theoretical frameworks: the Cognitive Dimensions framework. We selected and
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applied only the dimensions that we consider have influence on the understanding of models (the main quality aspect
considered in this work). But, we also wanted to contrast our own particular opinion regarding the dimensions provided by
this framework with the opinions of potential users of our proposal. For this purpose, we ran three empirical and controlled
experiments. The results in most of the cases were aligned with our particular opinion.

One of the dimensions included in this framework is that of hidden dependencies. In the introduction section, we enu-
merated the aspects we consider that a graphical notation for modeling CSCL systems must include. One of them was
“support to express graphically and jointly the relationship between elements specified (activities, roles and resources)”. This
feature is related to the aforementioned cognitive dimension. CIAN allows showing, in the context of a task, the roles and
data objects manipulated in the context of such a task. The relationship between these concepts can be inferred based
on their perceptual (visual) configuration, due to the fact that these elements appear graphically together in the diagrams.
We consider that it is one of the strong points of the process model in the CIAN notation, and considering the results ob-
tained in the three experiments this is one of its positive features. From this result, we can state the following guidelines
that researchers who want to define a visual notation for collaborative modeling can consider if they want to improve the
understandability of the diagrams created using their notation:

Guideline 1: In order to reduce the hidden dependencies in the notation, the relationship between the main concepts to
be expressed must be explicitly and visually shown in the diagram. In the case of CSCL systems, these main elements
are: roles, learning tasks and resources (data and support tools).
Guideline 2: For graphically expressing this relationship, consider applying the Gestalt laws of Perceptual Organization
(proximity, continuity, etc.) [98] to configure the visual elements.

The second cognitive dimension that we have assessed in CIAN and CTT in the empirical studies is the closeness of
mapping. This feature facilitates (as we have contrasted using the findability metrics provided by the eye tracker device)
the location of particular elements in a diagram during understandability tasks. In addition, this feature allows reducing the
cognitive load (mental effort) of users during comprehension tasks. So:

Guideline 3: Where possible, when selecting visual representations for the main concepts in the visual language to be
created, it is recommendable to use visual representations whose appearance suggests the meaning of the symbol.

Another cognitive dimension which we consider related, to a certain extent, with the previous one is the called role ex-
pressiveness (related to the role that each particular graphical element plays in the overall diagram). This feature facilitates
the recognition and interpretation of individual elements, and it is related to the ability of a particular symbol to be easily
discriminable. In this sense, the chosen icons must be visually distinguishable from other symbols.

In this regard, we think that CIAN promotes the perceptual discrimination between graphic symbols. For example, in
the case of the icons proposed to specify several types of tasks (individual, cooperative and collaborative), CIAN proposes
three different and easily distinguishable icons. In the case of CTT, the icons proposed to graphically represent individual
(interaction) and cooperative tasks are visually difficult to distinguish. Discriminability is determined by the visual distance
between symbols, which can be measured by the number of visual variables (shape, size, color, brightness, orientation and
texture) on which they differ [65]. The greater the visual distance between symbols, the faster and more accurately they
will be recognized [99]. The icons proposed by CTT for individual and cooperative tasks are very similar, due to the fact that
they are the same size and shape. Considering these issues we can formulate the following guideline:

Guideline 4: When selecting icons in a visual language, in order to reduce their physical complexity and improve their
usability and effectiveness, they must be characterized by their clarity (legibility), simplicity (without unnecessary embel-
lishments, colors or details) and discriminability.

The next dimension is related with the visibility of the elements. We consider that the main concepts to be considered
in the specification of collaborative learning processes must be supported graphically and be visible in the created models.
For example, in the case of CTT, the data objects used in the context of a particular task can be specified (using the CTTE
editor) but have no visual representation in the diagrams (they are not visible). The elements that we consider it necessary
to express graphically in the specification of a CSCL system are enumerated in the following guideline:

Guideline 5: A visual language for modeling collaborative learning systems must propose a visual representation (a
graphical symbol) for each of the main concepts to be specified in this kind of system. We propose to graphically
represent at least the following: organizational members; learning tasks (distinguishing between individual, cooperative
and collaborative tasks) and the resources to be used in the context of such tasks (supporting tools and information
resources); temporal relationships; notifications; events and information passing.

Taking this into account, we have to ensure that we fulfill the so-called principle of semiotic clarity, that states that there
must be a one-to-one correspondence between semantic constructs and graphical symbols, avoiding symbol redundancy
(multiple icons representing the same concept), symbol overload (different constructs represented by the same graphical
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icon), symbol excess (when there are symbols that do not correspond to any semantic construct) and symbol deficit (when
there are concepts that are not represented by any symbol) [65]. This last anomaly (symbol deficit) occurs in the case
of specification of notifications or data objects in the case of CTT. These elements are not graphically represented in CTT
models. In the case of CTT, the specification of notifications must be expressed by a task labeled, for example, as “Notification
to . . .”. Users must read the labels of the task to identify it as a “notification task”. The differentiation between a regular task
and a notification task is textually expressed, but not graphically. This fact reduces the discriminability of these two types
of tasks. To maximize discriminability, it is recommendable to use visual icons or variables (different colors, for example)
so that the differences can be detected automatically using perceptual and visual processes. As we have tested in the third
experiment, findability and recognizability of notifications is higher in the case of CIAN, due to the fact that this visual
language provides a specific icon to represent it.

Guideline 6: In order to state the visual vocabulary in the proposed notations and improve the semiotic clarity, it is highly
recommendable to define an explicit metamodel expressed, if possible, in standard format (e.g. using MOF [100]).

Guideline 7: Where possible, concepts should be encoded graphically to obtain maximum advantage of the power of
human visual processing.

We consider that CIAN does not present symbol deficit, making it more expressive than CTT. However, we have detected
a possible deficiency in the case of CIAN that does not occur in the case of CTT. This fault is related to the number of
icons proposed by the CIAN notation. As we have contrasted in the described experiments (experiment 3), the majority of
the participants had the subjective perception that CIAN is more complex. This perception can be related to the number
of different symbols included in its vocabulary, that can be measured as the number of legend entries required (Fig. 1 and
Fig. 3). The human ability to discriminate between perceptually distinct alternatives is around six categories [101]. CIAN
exceeds this limit. In this sense, the graphic complexity of CIAN is higher than that of CTT. In the future, we are going
to investigate a way to reduce the semantic complexity of our notation. Bearing this in mind, we can ask ourselves if, for
example, it is really necessary in process model to distinguish between the various types of organizational members (role,
software agent, etc.). Another point that we have to analyze is if we need to textually express some of the LOTOS temporal
operators in the flows of this diagram. For example “≫” operator (enabling or sequence temporal operator) can be omitted
because the graphical representation of flow already expresses the sequentiality between tasks. Also “[ ]” (choice) operator is
implicitly and visually expressed in the graph of the process model. We have to revise the use of all the temporal operators
included in the language whose visual representations make sense in the case of the hierarchical representation proposed
by CTT, but can be redundant in the case of the graphs specified using CIAN.

Guideline 8: When creating the visual vocabulary, try to propose a manageable number of graphic symbols; that is, limit
the size of the visual vocabulary of the notation. The number of symbols can affect the ability to discriminate them and
the perceived complexity of the notation by users of the notation (mainly for novice users).

Another interesting cognitive dimension is related to the use of secondary notations. This dimension suggests that
sometimes we can use cues (for example colors) to clarify, emphasize or complement information. The inclusion of these
additional cues (colors, brightness, texture, etc.) is not supported in the current version of CIAN. We plan to consider and
assess these features in the future, including eye tracking analysis [102].

In relation to the final cognitive dimension (the hard mental effort), we can consider the results related to this issue
obtained in the three experiments. The subjective perception about ease of use can be considered as the degree to which a
person believes that using a particular method would be effort-free. This variable represents a perceptual judgment of the
effort required to learn and use a method. In this regard, the results obtained indicate that the majority of the participants
found CIAN to be quite easy to use in supporting the collaborative learning systems modeling. The performance of the
participants (time, score, understandability effectiveness and understandability efficiency) in the experiments is also related to
their positive perceptions. We consider that the subjective perception of the users about this aspect is influenced by the
support for the cognitive dimensions mentioned. As Gemino et al. [67] suggest, the usefulness of a modeling method is
related to its ability to represent, communicate and understand the domain. Hence, we consider that all these features are
directly related to the dimensions provided by the CD framework.

Finally, it is interesting to comment on the ability of both notations for managing complexity. In this sense, CTT and
CIAN provide hierarchy and modularization mechanisms, respectively. However, in the case of CTT, all the levels of abstrac-
tion appear in a monolithic diagram, making it more difficult to manage. We believe that CIAN proposes a more effective
complexity management mechanism, allowing the creation of separated models to specify more detailed levels of abstrac-
tion. However, additional empirical evaluations are necessary to contrast this opinion.

To conclude, we want to mention some methodological issues of the family of experiments performed:

• Sample nature. In order to guarantee the external validation of empirical studies, it is recommendable to recruit rep-
resentative participants of the final population that will use our specification method. Bearing this in mind, we have
used “convenience samples” (undergraduate students) in the first and third studies. This fact threatens the validity of
statistical conclusions and external validity. However, if we consider that the subjects had enough maturity to partici-
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pate and the task to be performed did not require a high level of industrial experience then, according to [81,80], these
experimental subjects can be considered appropriate.

• Laboratory vs. real case scenarios. Although real world data provides higher ecological validity, if we want to perform an
eye tracking study (as we have realized in the third experiment) it is recommendable to perform controlled experiments.
In this context, we have more control over the factors affecting the experiment (environmental lighting conditions,
possible interruptions, etc.).

• Pilot test. When doing experiments in general, and when we want to perform an eye tracking study in particular, it is
necessary and highly recommendable to run a pilot test to verify the experimental conditions.

• Measurement instrument. In second and third experiments, we have used a method and measurement instrument
contrasted and based on theoretical foundations [13]. With regard to eye tracking metrics, we have considered the
interpretations provided by most of the expert authors in this field [87].

• Subjective vs. objective results. We consider as a main contribution of this work the fact that it combines not only
subjective opinion of participants, as the majority of existing studies do for assessing notations, but also objective
(physical) sources of information. The use of subjective surveys (perception-based) has the inconvenience that answers
may be biased. Using eye tracking techniques, we obtain objective evidence that allows us to perform a more complete
analysis and contrast results. However, as we commented in Section 5.3.2 sometimes a same eye tracking metric can
be interpreted in different ways. Hence, it is important to attempt to supplement eye tracking data with additional
information gained from the participants about their experiences during the eye tracking session. Therefore, the mixing
of both sources of information (eye tracking metrics and perception-based questionnaires) is necessary in this kind of
experiments.

6. Concluding remarks and future works

The use of graphical notations can significantly facilitate the specification and design of learning systems. In particular,
our interest is centered on the design of CSCL systems and the modeling of group learning activities for which the current
standards and notations present some limitations. We have studied the existing proposals in this field and identified the
main features to be considered when specifying collaborative tasks. We propose the use of the CIAN notation for modeling
this type of learning activity.

One important aspect to take into consideration when a new modeling notation is proposed is to assess its quality. In this
paper, we describe three empirical studies that attempt to measure the adequacy of that notation to model collaboration,
contrasting its use with another notation which allows modeling these aspects (the CTT notation). In these experiments,
we use several sources of information: subjective perception of the designers, their profiles, their performance on a set of
understandability activities of models as well as the physical evidence provided by an eye tracker device. The use of eye
tracking techniques provides objective evidence (complementary to other sources of information) that allows us to perform
a more complete analysis and comparison of the two notations.

The results provided in these experimental studies denote positive perceptions about the use of the CIAN notation for
modeling collaborative learning activities. We are aware that there are many other factors which could affect people’s
decisions when using requirement modeling methods (e.g., tool infrastructure adoption and standardization). We propose to
analyze these additional factors in the future. As future work, we also plan to replicate the last experiment and to increase
the sample size as well as analyzing the relationship and consistency between the various sources of information used in it.
For this purpose we plan to apply not only statistical methods, but also more complete and rich analysis methods such as
Bayesian networks.
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